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• Zero-Shot Text Classification: No data available for fine-tuning 
• Standard classifier: Needs finetuning for the classification head

• The pattern-verbalizer approach
• Input: Overpriced, salty and overrated! The restaurant is [MASK].
• Output with MLM head: great/awful
• Sensitive to the choice of specific pattern/verbalizer pairs

• Question: Could we curate datasets with label descriptions to 
improve zero-shot text classification performance for this approach?
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Motivation



Overview (Data Construction + Finetuning)
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Labels 
1. World
2. Sports
3. Business
4. Sci/Tech

Verbalizers
1. World
2. Sports
3. Business
4. Tech

select
verbalizers

Select Verbalizers               
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Labels 
1. World
2. Sports
3. Business
4. Sci/Tech

Verbalizers
1. World
2. Sports
3. Business
4. Tech

Label: Sports

1.  Label term: sports 

2. Related term: racing
 
3. Wikipedia: Sport pertains to 
any form of competitive physical 
activity or ... 
 
4. Dictionary: an athletic activity 
requiring skill or physical prowess 
and often of a competitive nature, 
as racing, baseball…
…

select
verbalizers

construct LabelDesc data

Construct LabelDesc Data               
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• Subjective descriptors
• Label term
• Related term
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Labels 
1. World
2. Sports
3. Business
4. Sci/Tech

Verbalizers
1. World
2. Sports
3. Business
4. Tech

Label: Sports

1.  Label term: sports 

2. Related term: racing
 
3. Wikipedia: Sport pertains to 
any form of competitive physical 
activity or ... 
 
4. Dictionary: an athletic activity 
requiring skill or physical prowess 
and often of a competitive nature, 
as racing, baseball…
…

select
verbalizers

construct LabelDesc data

Construct LabelDesc Data               

• Subjective descriptors
• Objective sources of information
• Wikipedia sentences
• Dictionary definitions
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Labels 
1. World
2. Sports
3. Business
4. Sci/Tech

Verbalizers
1. World
2. Sports
3. Business
4. Tech

Label: Sports

1.  Label term: sports 

2. Related term: racing
 
3. Wikipedia: Sport pertains to 
any form of competitive physical 
activity or ... 
 
4. Dictionary: an athletic activity 
requiring skill or physical prowess 
and often of a competitive nature, 
as racing, baseball…
…

select
verbalizers

construct LabelDesc data

create 
input

Model

Text Input (label desc. data + pattern  )

1) “sports Question: What is the topic of this
article? Answer: [MASK].” 

2) “racing Question: What is the topic of this
article? Answer: [MASK].”

3) “Sport pertains to any form of competitive 
physical activity or ... Question: What is the 
topic of this article? Answer: [MASK].”
 
…

Add Pattern to Create

Text Input for Finetuning  

Hyperparameters, such as training steps, are fixed 
for all datasets, tuned on the 20 Newsgroups data.      
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Overview (Inferencing)
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Model

“Need for carbon sink technologies Climate scientists tell a 
conference that greater efforts should be made to pull CO2 
from the atmosphere.”

“Need for carbon sink technologies Climate scientists tell a 
conference that greater efforts should be made to pull CO2 
from the atmosphere. Question: What is the topic of this
article? Answer: [MASK].”

Prediction: Sci/Tech

Test data from AGNews

Test data + pattern

Overview (Inferencing)



• Examples of LabelDesc data for sentiment classification

Examples of LabelDesc data
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• Related terms to the label: 
• awful
• terrible
• …

• Simple hand-crafted templates:
• It was t.
• t could be replaced by the 

terms above.



Results and Evaluations

10

• Comparison against SOTA results (RoBERTa-base) using a single 
pattern with LabelDescTraining

• Sentiment classification: Our method is better than dataless 
classification (Chu et al. 2021a) and competitive with mining-based 
approach, van de Kar et al. (2022)

• Topic classification: Our method is better than that of van de Kar 
et al. (2022)

The Benefits of Label-Description Training for Zero-Shot Text Classification
Lingyu Gao1 Debanjan Ghosh 2† Kevin Gimpel 1†

1Toyota Technological Institute at Chicago 2Educational Testing Service † Co-senior authors

Motivation and Contributions
Pattern-verbalizer approach for zero-shot text classification
Choose words (verbalizers) for labels
Append a pattern to the text with a [MASK]
Choose most probable verbalizer at [MASK] using masked language modeling (MLM) head
Example: Overpriced, salty and overrated! The restaurant is [MASK].

Effective but sensitive to choice of patterns/verbalizers!
Solution: train on LabelDesc data, which has descriptions of labels, rather than
annotated texts
Topic: terms related to label, a definition, & a sentence from Wikipedia
Sentiment: related terms and hand-crafted templates

Results
17-19% accuracy gains across 9 topic/sentiment datasets
more robust to pattern/verbalizer choices
robust across domains

Evaluation and Results

AGNews Yahoo DBPedia Yelp-2 SST-2 Amz-2 IMDB

LabelDescTraining 84.6±0.3 59.9±0.3 82.4±1.2 84.8±0.6 88.2±0.2 89.6±0.4 83.4±0.4

Chu et al. (2021a) 68.8 57.8 81.9 67.3 65.0 66.8 -

Chu et al. (2021b) 75.1 60.0 88.6 - - - -

van de Kar et al. (2022) 79.2 56.1 80.4 92.0 85.6 92.0 86.7

hyperparameters (# of training steps, pattern for comparison, etc.) are tuned on 20Newsgroup data
Comparison against SOTA results (RoBERTa-base) using a single patter with LabelDescTraining

Overview

zero-shot LDT MLMr MLMm classifier

Avg. 58.8±11.3 77.7±2.3 73.4±6.1 65.4±6.0 71.5±2.8

Test accuracies (%) with RoBERTa-large averaged across 9
datasets (the above + SST-5 and Yelp-5)

LDT: LabelDescTraining
MLMr: c new verbalizers (c = # labels) are added to the vocab
with random initialization of their embeddings
MLMm: Mismatched labels and verbalizers (to simulate a
setting in which verbalizers are poorly chosen)
classifier: Classifier without patterns

Multi-Domain Evaluation

LabelDescTraining improves over few-shot out-of-domain clas-
sification in multiple settings

Code: https://github.com/lingyugao/LabelDescTraining EMNLP 2023

*All our results are averaged over 3 random seeds



AGNews Yahoo DBPedia Yelp-5 SST-5 Yelp-2 SST-2 Amz-2 IMDB Avg.

zero-shot b 62.7±7.4 41.5±7.0 54.6±18.9 38.0±4.3 35.6±4.3 63.6±10.7 62.6±11.0 64.0±10.3 69.9±13.2 54.7±9.7
l 68.0±7.8 47.7±8.2 63.9±9.7 38.7±7.8 35.0±7.7 70.6±15.7 63.7±14.3 67.5±13.7 74.1±17.0 58.8±11.3

LDT20NG
b 61.8±7.0 49.4±5.2 72.9±7.8 34.6±4.6 36.5±3.7 67.7±10.3 63.4±9.7 67.2±9.6 72.5±10.5 58.4±7.6
l 72.4±6.8 54.4±4.3 71.9±10.8 36.3±5.7 36.6±7.1 63.4±13.0 56.9±8.7 60.9±10.2 67.5±15.2 57.8±9.1

LDT b 77.4±4.9 58.8±1.6 79.5±4.4 43.6±2.1 42.0±1.6 88.3±2.5 84.5±2.2 88.6±1.4 86.9±1.8 72.2±2.5
l 79.4±5.0 60.8±2.1 86.6±3.0 51.3±2.4 49.2±1.6 94.6±1.8 91.3±2.0 94.1±1.3 92.1±1.2 77.7±2.3

MLMr
b 77.3±4.0 54.3±3.9 81.3±7.3 38.1±3.8 37.0±3.2 78.4±10.0 73.3±7.9 80.0±9.9 73.8±9.6 65.9±6.6
l 75.2±5.0 58.0±3.0 85.4±13.0 46.4±3.3 43.4±2.9 90.8±7.6 84.1±6.8 90.2±7.1 87.4±6.2 73.4±6.1

MLMm
b 73.1±5.6 50.1±5.4 72.6±8.1 36.8±2.8 35.8±2.5 80.1±7.2 75.8±5.0 81.8±6.8 76.7±6.0 64.8±5.5
l 66.4±8.6 44.5±4.9 73.1±7.3 41.9±4.0 38.7±4.2 83.6±6.5 78.1±6.0 85.0±6.0 77.7±6.9 65.4±6.0

classifier b 72.5±5.5 57.1±0.7 87.7±2.6 40.3±1.3 39.4±2.5 86.9±2.9 79.7±1.1 89.1±0.9 80.6±3.6 70.4±2.3
l 77.8±1.5 50.9±7.3 78.2±1.0 42.4±1.6 35.3±9.2 93.3±0.9 86.6±1.4 93.7±0.5 85.7±2.0 71.5±2.8

Table 6: Test accuracies (%) for several variations of LABELDESCTRAINING. The standard deviations are computed
over 14 patterns for zero-shot; 3 random seeds for the classifier (no patterns); and both 14 patterns and 3 random
seeds for LABELDESCTRAINING on 20NG, LABELDESCTRAINING, RANDOM, and MISMATCHED (LDT20NG,
LDT, MLMr, and MLMm in Table).

of labels to verbalizers, ensuring that each verbal-
izer maps to a different label than in the original
LABELDESCTRAINING setting. Since we are
still finetuning the embeddings, finetuning can
help the model recover from this mismatched
initialization.

The results are shown in Table 6. Since we still
use the MLM head for these results, we refer
to them as “MLM, RANDOM” and “MLM, MIS-
MATCHED”. While LABELDESCTRAINING per-
forms better than RANDOM, and RANDOM is bet-
ter than MISMATCHED, both are better than zero-
shot on average. These results suggest that LA-
BELDESC data can partially compensate when the
quality of the verbalizers is unknown or poor, at
least to improve over zero-shot.

4.2.2 Classifiers Without Patterns or

Verbalizers

Since finetuning on LABELDESC data outperforms
zero-shot results with RANDOM verbalizers, we
also evaluate its performance without patterns, i.e.,
using a standard randomly initialized softmax clas-
sifier. The input is the original text without any
patterns and we use a two-layer classification head
on top of the [CLS] token representation of the
pretrained models.

The bottom two rows of Table 6 show the re-
sults. The classifiers are close to that of the
MLM/RANDOM setting and still much higher than
zero-shot on average, suggesting that it is not nec-
essary to use patterns, verbalizers, or even the pre-
trained MLM head in order to outperform zero-shot
classifiers. If it is difficult to select verbalizers or
design patterns for a particular classification task,

using a classifier that has been finetuned on a small
LABELDESC dataset may serve as a strong alterna-
tive to the pattern-verbalizer approach.

4.2.3 Cross-Task Generalizability

We report results on the model finetuned on the
20NG LABELDESC data and patterns, i.e., LA-
BELDESCTRAINING on 20NG (LDT20NG), in Ta-
ble 6. While the patterns for the reported datasets
are different from those used for 20NG, especially
for sentiment datasets, they have similar structures
(see Section A.2). For RoBERTa-base, LDT20NG
often outperforms zero-shot results, except for AG-
News and Yelp-5. However, for RoBERTa-large,
while LDT20NG outperforms the zero-shot results
on all topic classification datasets, it’s worse on
sentiment classification except for SST-5.

4.2.4 Multi-Domain Evaluation

Since LABELDESC examples are domain-
independent, they can be used for multiple datasets
that have the same labels. To assess the multi-
domain performance of LABELDESCTRAINING,
we compare it to supervised few-shot learning in
which a model is trained on data from one domain
and then evaluated on a different domain with
the same label set (i.e., training on SST-5 and
evaluating on Yelp-5). To create multi-domain test
sets for a single topic label set, we keep AGNews
as it is and create a new subsampled version of
Yahoo as follows: (1) “Politics & Government” and
“Society & Culture” texts are assigned the label
“World”, (2) “Sports” texts are labeled “Sports”, (3)
“Business & Finance” texts are labeled “Business”,
and (4) “Science & Mathematics” and “Computers

Results and Evaluations
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• Zero-shot v.s. LDT (averaged across 3 random seeds, 14 patterns)

• LDT: LabelDescTraining



Results and Evaluations

AGNews Yahoo DBPedia Yelp-5 SST-5 Yelp-2 SST-2 Amz-2 IMDB Avg.

zero-shot b 62.7±7.4 41.5±7.0 54.6±18.9 38.0±4.3 35.6±4.3 63.6±10.7 62.6±11.0 64.0±10.3 69.9±13.2 54.7±9.7
l 68.0±7.8 47.7±8.2 63.9±9.7 38.7±7.8 35.0±7.7 70.6±15.7 63.7±14.3 67.5±13.7 74.1±17.0 58.8±11.3

LDT20NG
b 61.8±7.0 49.4±5.2 72.9±7.8 34.6±4.6 36.5±3.7 67.7±10.3 63.4±9.7 67.2±9.6 72.5±10.5 58.4±7.6
l 72.4±6.8 54.4±4.3 71.9±10.8 36.3±5.7 36.6±7.1 63.4±13.0 56.9±8.7 60.9±10.2 67.5±15.2 57.8±9.1

LDT b 77.4±4.9 58.8±1.6 79.5±4.4 43.6±2.1 42.0±1.6 88.3±2.5 84.5±2.2 88.6±1.4 86.9±1.8 72.2±2.5
l 79.4±5.0 60.8±2.1 86.6±3.0 51.3±2.4 49.2±1.6 94.6±1.8 91.3±2.0 94.1±1.3 92.1±1.2 77.7±2.3

MLMr
b 77.3±4.0 54.3±3.9 81.3±7.3 38.1±3.8 37.0±3.2 78.4±10.0 73.3±7.9 80.0±9.9 73.8±9.6 65.9±6.6
l 75.2±5.0 58.0±3.0 85.4±13.0 46.4±3.3 43.4±2.9 90.8±7.6 84.1±6.8 90.2±7.1 87.4±6.2 73.4±6.1

MLMm
b 73.1±5.6 50.1±5.4 72.6±8.1 36.8±2.8 35.8±2.5 80.1±7.2 75.8±5.0 81.8±6.8 76.7±6.0 64.8±5.5
l 66.4±8.6 44.5±4.9 73.1±7.3 41.9±4.0 38.7±4.2 83.6±6.5 78.1±6.0 85.0±6.0 77.7±6.9 65.4±6.0

classifier b 72.5±5.5 57.1±0.7 87.7±2.6 40.3±1.3 39.4±2.5 86.9±2.9 79.7±1.1 89.1±0.9 80.6±3.6 70.4±2.3
l 77.8±1.5 50.9±7.3 78.2±1.0 42.4±1.6 35.3±9.2 93.3±0.9 86.6±1.4 93.7±0.5 85.7±2.0 71.5±2.8

Table 6: Test accuracies (%) for several variations of LABELDESCTRAINING. The standard deviations are computed
over 14 patterns for zero-shot; 3 random seeds for the classifier (no patterns); and both 14 patterns and 3 random
seeds for LABELDESCTRAINING on 20NG, LABELDESCTRAINING, RANDOM, and MISMATCHED (LDT20NG,
LDT, MLMr, and MLMm in Table).

of labels to verbalizers, ensuring that each verbal-
izer maps to a different label than in the original
LABELDESCTRAINING setting. Since we are
still finetuning the embeddings, finetuning can
help the model recover from this mismatched
initialization.

The results are shown in Table 6. Since we still
use the MLM head for these results, we refer
to them as “MLM, RANDOM” and “MLM, MIS-
MATCHED”. While LABELDESCTRAINING per-
forms better than RANDOM, and RANDOM is bet-
ter than MISMATCHED, both are better than zero-
shot on average. These results suggest that LA-
BELDESC data can partially compensate when the
quality of the verbalizers is unknown or poor, at
least to improve over zero-shot.

4.2.2 Classifiers Without Patterns or

Verbalizers

Since finetuning on LABELDESC data outperforms
zero-shot results with RANDOM verbalizers, we
also evaluate its performance without patterns, i.e.,
using a standard randomly initialized softmax clas-
sifier. The input is the original text without any
patterns and we use a two-layer classification head
on top of the [CLS] token representation of the
pretrained models.

The bottom two rows of Table 6 show the re-
sults. The classifiers are close to that of the
MLM/RANDOM setting and still much higher than
zero-shot on average, suggesting that it is not nec-
essary to use patterns, verbalizers, or even the pre-
trained MLM head in order to outperform zero-shot
classifiers. If it is difficult to select verbalizers or
design patterns for a particular classification task,

using a classifier that has been finetuned on a small
LABELDESC dataset may serve as a strong alterna-
tive to the pattern-verbalizer approach.

4.2.3 Cross-Task Generalizability

We report results on the model finetuned on the
20NG LABELDESC data and patterns, i.e., LA-
BELDESCTRAINING on 20NG (LDT20NG), in Ta-
ble 6. While the patterns for the reported datasets
are different from those used for 20NG, especially
for sentiment datasets, they have similar structures
(see Section A.2). For RoBERTa-base, LDT20NG
often outperforms zero-shot results, except for AG-
News and Yelp-5. However, for RoBERTa-large,
while LDT20NG outperforms the zero-shot results
on all topic classification datasets, it’s worse on
sentiment classification except for SST-5.

4.2.4 Multi-Domain Evaluation

Since LABELDESC examples are domain-
independent, they can be used for multiple datasets
that have the same labels. To assess the multi-
domain performance of LABELDESCTRAINING,
we compare it to supervised few-shot learning in
which a model is trained on data from one domain
and then evaluated on a different domain with
the same label set (i.e., training on SST-5 and
evaluating on Yelp-5). To create multi-domain test
sets for a single topic label set, we keep AGNews
as it is and create a new subsampled version of
Yahoo as follows: (1) “Politics & Government” and
“Society & Culture” texts are assigned the label
“World”, (2) “Sports” texts are labeled “Sports”, (3)
“Business & Finance” texts are labeled “Business”,
and (4) “Science & Mathematics” and “Computers
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• Zero-shot v.s. LDT (averaged across 3 random seeds, 14 patterns):
• Across a range of topic and sentiment datasets, our method is more 

accurate than zero-shot by 17-19% absolute.

• LDT: LabelDescTraining
• LDT20NG: LDT finetuned on 20Newsgroup data
• MLMr: verbalizer embedding randomly initialized
• MLMm: mismatched label and verbalizers
• classifier: classifier without patterns



AGNews Yahoo DBPedia Yelp-5 SST-5 Yelp-2 SST-2 Amz-2 IMDB Avg.

zero-shot b 62.7±7.4 41.5±7.0 54.6±18.9 38.0±4.3 35.6±4.3 63.6±10.7 62.6±11.0 64.0±10.3 69.9±13.2 54.7±9.7
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l 72.4±6.8 54.4±4.3 71.9±10.8 36.3±5.7 36.6±7.1 63.4±13.0 56.9±8.7 60.9±10.2 67.5±15.2 57.8±9.1

LDT b 77.4±4.9 58.8±1.6 79.5±4.4 43.6±2.1 42.0±1.6 88.3±2.5 84.5±2.2 88.6±1.4 86.9±1.8 72.2±2.5
l 79.4±5.0 60.8±2.1 86.6±3.0 51.3±2.4 49.2±1.6 94.6±1.8 91.3±2.0 94.1±1.3 92.1±1.2 77.7±2.3

MLMr
b 77.3±4.0 54.3±3.9 81.3±7.3 38.1±3.8 37.0±3.2 78.4±10.0 73.3±7.9 80.0±9.9 73.8±9.6 65.9±6.6
l 75.2±5.0 58.0±3.0 85.4±13.0 46.4±3.3 43.4±2.9 90.8±7.6 84.1±6.8 90.2±7.1 87.4±6.2 73.4±6.1

MLMm
b 73.1±5.6 50.1±5.4 72.6±8.1 36.8±2.8 35.8±2.5 80.1±7.2 75.8±5.0 81.8±6.8 76.7±6.0 64.8±5.5
l 66.4±8.6 44.5±4.9 73.1±7.3 41.9±4.0 38.7±4.2 83.6±6.5 78.1±6.0 85.0±6.0 77.7±6.9 65.4±6.0

classifier b 72.5±5.5 57.1±0.7 87.7±2.6 40.3±1.3 39.4±2.5 86.9±2.9 79.7±1.1 89.1±0.9 80.6±3.6 70.4±2.3
l 77.8±1.5 50.9±7.3 78.2±1.0 42.4±1.6 35.3±9.2 93.3±0.9 86.6±1.4 93.7±0.5 85.7±2.0 71.5±2.8

Table 6: Test accuracies (%) for several variations of LABELDESCTRAINING. The standard deviations are computed
over 14 patterns for zero-shot; 3 random seeds for the classifier (no patterns); and both 14 patterns and 3 random
seeds for LABELDESCTRAINING on 20NG, LABELDESCTRAINING, RANDOM, and MISMATCHED (LDT20NG,
LDT, MLMr, and MLMm in Table).

of labels to verbalizers, ensuring that each verbal-
izer maps to a different label than in the original
LABELDESCTRAINING setting. Since we are
still finetuning the embeddings, finetuning can
help the model recover from this mismatched
initialization.

The results are shown in Table 6. Since we still
use the MLM head for these results, we refer
to them as “MLM, RANDOM” and “MLM, MIS-
MATCHED”. While LABELDESCTRAINING per-
forms better than RANDOM, and RANDOM is bet-
ter than MISMATCHED, both are better than zero-
shot on average. These results suggest that LA-
BELDESC data can partially compensate when the
quality of the verbalizers is unknown or poor, at
least to improve over zero-shot.

4.2.2 Classifiers Without Patterns or

Verbalizers

Since finetuning on LABELDESC data outperforms
zero-shot results with RANDOM verbalizers, we
also evaluate its performance without patterns, i.e.,
using a standard randomly initialized softmax clas-
sifier. The input is the original text without any
patterns and we use a two-layer classification head
on top of the [CLS] token representation of the
pretrained models.

The bottom two rows of Table 6 show the re-
sults. The classifiers are close to that of the
MLM/RANDOM setting and still much higher than
zero-shot on average, suggesting that it is not nec-
essary to use patterns, verbalizers, or even the pre-
trained MLM head in order to outperform zero-shot
classifiers. If it is difficult to select verbalizers or
design patterns for a particular classification task,

using a classifier that has been finetuned on a small
LABELDESC dataset may serve as a strong alterna-
tive to the pattern-verbalizer approach.

4.2.3 Cross-Task Generalizability

We report results on the model finetuned on the
20NG LABELDESC data and patterns, i.e., LA-
BELDESCTRAINING on 20NG (LDT20NG), in Ta-
ble 6. While the patterns for the reported datasets
are different from those used for 20NG, especially
for sentiment datasets, they have similar structures
(see Section A.2). For RoBERTa-base, LDT20NG
often outperforms zero-shot results, except for AG-
News and Yelp-5. However, for RoBERTa-large,
while LDT20NG outperforms the zero-shot results
on all topic classification datasets, it’s worse on
sentiment classification except for SST-5.

4.2.4 Multi-Domain Evaluation

Since LABELDESC examples are domain-
independent, they can be used for multiple datasets
that have the same labels. To assess the multi-
domain performance of LABELDESCTRAINING,
we compare it to supervised few-shot learning in
which a model is trained on data from one domain
and then evaluated on a different domain with
the same label set (i.e., training on SST-5 and
evaluating on Yelp-5). To create multi-domain test
sets for a single topic label set, we keep AGNews
as it is and create a new subsampled version of
Yahoo as follows: (1) “Politics & Government” and
“Society & Culture” texts are assigned the label
“World”, (2) “Sports” texts are labeled “Sports”, (3)
“Business & Finance” texts are labeled “Business”,
and (4) “Science & Mathematics” and “Computers

Results and Evaluations
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• Zero-shot v.s. LDT (averaged across 3 random seeds, 14 patterns):
• Across a range of topic and sentiment datasets, our method is more 

accurate than zero-shot by 17-19% absolute.
• LDT is also more robust to choices regarding patterns and verbalizers.

• LDT: LabelDescTraining
• LDT20NG: LDT finetuned on 20Newsgroup data
• MLMr: verbalizer embedding randomly initialized
• MLMm: mismatched label and verbalizers
• classifier: classifier without patterns



Multi-Domain Evaluation
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Our method even 
improves over few-shot 
out-of-domain 
classification in multiple 
settings.

*YahooAG is a sampled version of  Yahoo 
dataset to match classes of AGNews



Conclusion
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•  Our method: 

•Achieves 17 - 19% accuracy gains across 9 topic/

sentiment datasets over zero-shot setting

•More robust to pattern/verbalizer choices

•Domain agnostic, robust across domains
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