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What is inquisitive question generation?

Source Sentence: 

Santa Fe Pacific directors are expected to review the plan at a meeting 
today, according to people familiar with the transaction.

•What are Santa Fe Pacific directors 
expected to review?
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What is inquisitive question generation?

Source Sentence: 

Santa Fe Pacific directors are expected to review the plan at a meeting 
today, according to people familiar with the transaction.

•What are Santa Fe Pacific directors 
expected to review?


•Why are they reviewing the plan?

•What will the review entail?
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Informative


Inquisitive



Motivation

• Automatically generating inquisitive questions 
controlled with question type


• Seeking high level understanding of text

• Closer to human reader's natural thoughts

• Curiosity-driven

• For Educators: Obtain diverse questions for a specific 

source text

• For Student: Build reasoning skills by practicing
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•Research Questions

•Data

•Method 

•Evaluations

•Conclusion
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Research Questions

•How to generate diverse inquisitive questions?


•How to evaluate the quality of the generated 
questions?


•How to select the single high-quality question or to 
rank them?

7



Outline

•Research Questions

•Data

•Method 

•Evaluations

•Conclusion

8



Wei-Jen Ko, et al. Inquisitive question generation for high level text 
comprehension. EMNLP 2020.

Data
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Train Dev Test

15897 1984 1885

(source sentence)



Data: Annotation of question types
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• Annotation inspired by the 
rhetorical structural theory 
(RST) on discourse types.

•Explanation

•Background

•Elaboration

•Instantiation

•Definition

•Forward

•Other (e.g., inference questions)



Data: Annotation of question types
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• Question type classifier:

• Input: concatenate context, 
source, span, question

• RoBERTa: dev acc: 73.3% 


• Generate question types for all the 
remaining data



Data: question types
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Data: question types
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• WH question words cannot fully express the semantic content 
of questions

• Can we use a dedicated WH question for a single question type? (Zhou et al. 2019) 

• Not, really…
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Method
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• State of the art (Ko et al., 2020): 


• Language model (input: context, source, span, gold 
questions) using GPT-2 transformers

(source sentence)
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Method
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• State of the art (Ko et al., 2020): 


• Language model (input: context, source, span, gold questions) 
using GPT-2 transformers


• Our model:


• Seq2seq using BART (bidirectional encoder + auto-regressive 
decoder; Lewis et al. 2020) 


• Methods:

1. Conditional Generation (adding control codes) 

2. Automatic Question Type Selection



Method

• Conditional Generation (adding control codes)

• Automatic Question Type Selection
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• Conditional generation by adding control codes 
to source sentence (Syed et al. 2021)

Method: conditional generation
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Method: examples
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BASE (context + source):

People start their own businesses for many reasons. But a 
chance to fill out sales - tax records is rarely one of them. 
[SEP] Red tape is the bugaboo of small business.



Method: examples
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SPAN (context + source + span):

People start their own businesses for many reasons. But a 
chance to fill out sales - tax records is rarely one of them. 
[SEP] Red tape is the bugaboo of small business. [SEP] 
bugaboo



Method: examples
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TYPE (context + source + span + question type):

People start their own businesses for many reasons. But a 
chance to fill out sales - tax records is rarely one of them. 
[SEP] Red tape is the bugaboo of small business. [SEP] 
bugaboo [SEP] Definition



Method

• Conditional Generation

• Automatic Question Type Selection
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Method: Automatic Question 
Type Selection
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 “Other” question type is removed because it includes too many 
subtypes.



Informative vs. inquisitive classifier
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• Binary question classifier:

• Input: question


• Dataset (fully balanced):

• Training set: 16,000

• Dev set: 3000

• Test set: 3000

• We did not use the context or source text 
here because the model was highly 
influenced by the text type (wiki vs. news 
data)



Pairwise-ranking classifier
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• Manual Annotation (300 test 
instances)


• Select at least 3 questions as the 
best with ranks


• Pairwise-ranking classifier

• Input: 
source + [SEP] + q1 + [SEP] + q2

•Winning question: the one is 
selected the most number of 
times

•In case of a tie check the 
classifier’ score



Outline
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29



Evaluations

• Automatic Metrics


•Human Evaluations
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Evaluations
• Automatic Metrics


• BLEU, METEOR, ROUGE-L


• BERTScore


• Perplexity under GPT2-XL


• Entropy (averaged over questions) of the question type 
classifier


• Specific metrics measure the overlap of text between 
generation and source text (Ko et al. 2020)
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Evaluations
• Automatic Metrics

• Train-n: overlap with questions in the training set


• Article-n: overlap with the current sentence or the 
previous context in the same article


• Span: overlap with the annotated span
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Evaluation:  Results
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•  TYPEo is best for BLEU, METEOR, ROUGE-L and BERTScore


•  TYPEr has the lowest GPT2 perplexity and Entropy


•  TYPEr has the lowest Train-2, highest Article-2 and Span scores


•  SPAN is a very competitive method (undoubtedly!)

TYPEs: classifier output

TYPEr: pairwise ranker output

TYPEo: oracle



Evaluations

•Human Evaluations
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•Syntax​

•Grammatically correct?

•Semantic​​

•Meaningful or not? Are there hallucinations?

•Inquisitive

•Asking deeper info such as background information?

•Relevancy​​​​

•How relevant is the inquisitive question to the source?

• Large scale Mturk evolution over 500 questions/each type with 3 
Turkers.



Human Evaluation
•Annotator manually annotated 500 test instances


•Scoring between 1, 3 or 5 [1 is lowest, 5 is highest]
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• Scores are above 4, often

• TYPEr and SPAN are competitive

• TYPEs is low given they often select “definition” and “instantiation” questions



Human Evaluation

•Wait, how does the Syntax score for TYPEr is better than HUMAN?


• Analyzed all the questions from TYPEr and HUMAN where the 
majority of annotators rated 1 for syntax, and we found out there 
are 14 and 33 such questions, respectively (explains the high 
perplexity for HUMAN, too)
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is it the aha?

how much has inflation?

nativity happens for buddha?

When he decide?

how much has inflation



Example Outputs
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Conclusion

• We proposed a type-controlled framework that generates inquisitive 
questions


• We annotated a set of question types related to curiosity driven 
questions and demonstrated that our framework can generate a 
variety of questions from a single input


• We developed an effective method (TYPEr) to select a single question 
using a pairwise ranker trained on a small set of ranking annotations


• Our generations show high novelty. Questions generated from TYPEr 
rival human-written questions on all four aspects of quality based on 
human evaluation
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Thank 
you!
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