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Motivation and Contributions

Pattern-verbalizer approach for zero-shot text classification
Choose words (verbalizers) for labels
Append a pattern to the text with a [MASK]
Choose most probable verbalizer at [MASK] using masked language modeling (MLM) head
Example: Overpriced, salty and overrated! The restaurant is [MASK].

Effective but sensitive to choice of patterns/verbalizers!

Solution: train on LabelDesc data, which has descriptions of labels, rather than
annotated texts
Topic: terms related to label, a definition, & a sentence from Wikipedia
Sentiment: related terms and hand-crafted templates

Results
17-19% accuracy gains across 9 topic/sentiment datasets
more robust to pattern/verbalizer choices
robust across domains

Evaluation and Results

test acc (%) AGNews Yahoo DBPedia Yelp-2 SST-2 Amz-2 IMDB

LabelDescTraining 84.6±0.3 59.9±0.3 82.4±1.2 84.8±0.6 88.2±0.2 89.6±0.4 83.4±0.4

Chu et al. (2021a) 68.8 57.8 81.9 67.3 65.0 66.8 -

Chu et al. (2021b) 75.1 60.0 88.6 - - - -

van de Kar et al. (2022) 79.2 56.1 80.4 92.0 85.6 92.0 86.7

hyperparameters (# of training steps, pattern for comparison, etc.) are tuned on 20 Newsgroups data

Comparison against SOTA results (RoBERTa-base) using a single pattern with LabelDescTraining

Overview

Labels 
1. World
2. Sports
3. Business
4. Sci/Tech

Verbalizers
1. World
2. Sports
3. Business
4. Tech

Label: Sports

1.  Label term: sports

2. Related term: racing

3. Wikipedia: Sport pertains to 
any form of competitive physical 
activity or ...

4. Dictionary: an athletic activity 
requiring skill or physical prowess 
and often of a competitive 
nature, as racing, baseball…
…

select
verbalizers

construct LabelDesc data

create 
input

Model

Text Input (label desc. data + pattern  )

1) “sports Question: What is the topic of this
article? Answer: [MASK].”

2) “racing Question: What is the topic of this
article? Answer: [MASK].”

3) “Sport pertains to any form of competitive 
physical activity or ... Question: What is the 
topic of this article? Answer: [MASK].”

…

finetune model 
to predict the 
correct 
verbalizer at 
[MASK]

“Need for carbon sink technologies Climate scientists tell a 
conference that greater efforts should be made to pull CO2 
from the atmosphere.”

“Need for carbon sink technologies Climate scientists tell a 
conference that greater efforts should be made to pull CO2 
from the atmosphere. Question: What is the topic of this
article? Answer: [MASK].”

Finetuning               Inference

Prediction: Sci/Tech

Test data from AGNews

Test data + pattern

zero-shot LDT MLMr MLMm classifier

Avg. 58.8±11.3 77.7±2.3 73.4±6.1 65.4±6.0 71.5±2.8

Test accuracies (%) with RoBERTa-large averaged across 9
datasets (the above + SST-5 and Yelp-5)

LDT: LabelDescTraining

MLMr: c new verbalizers (c = # labels) are added to the vocab
with random initialization of their embeddings

MLMm: Mismatched labels and verbalizers (to simulate a
setting in which verbalizers are poorly chosen)

classifier: Classifier without patterns

Multi-Domain Evaluation

& Internet” texts are labeled “Sci/Tech”. Other
Yahoo texts are removed. We refer to this new
version of the Yahoo dataset as YahooAG. For
sentiment classification, we choose two dataset
pairs that share label sets, i.e., SST-5 and Yelp-5.

We do not change anything about the LABELDE-
SCTRAINING configuration for these experiments.
We simply evaluate the same model on multiple test
sets, reporting average accuracies over patterns.

For few-shot setup, we create datasets with 10,
100, and 500 training examples per label. For in-

domain experiments, train, dev, and test sets are
drawn from the same domain/dataset, whereas for
out-of-domain experiments, train and dev sets are
drawn from one domain and the test set is drawn
from another domain. We tune learning rates over
the same ranges as mentioned earlier and use batch
sizes 1, 2, and 4 for 10, 100, and 500 examples
per label, respectively. We train for 15 epochs and
select the checkpoint from the best epoch selected
by the dev set.

The results using RoBERTa-large are shown in
Figure 2. For brevity, we only show a subset of
results.7 As we would expect, testing on out-of-
domain data leads to accuracy drops but adding
more out-of-domain training data reduces this gap.
LABELDESCTRAINING, shown as an orange dot-
ted line, outperforms supervised few-shot learning
in some cases, such as training on AGNews and
testing on YahooAG, even with 500 examples per la-
bel (upper-right plot in Figure 2). We see the same
trend when the supervised model is trained on Yelp-
5 and tested on SST-5 (lower-right plot in Figure 2).
In 3 out of 4 cases, LABELDESCTRAINING outper-
forms supervised few-shot out-of-domain learning
with 10 examples per label, outperforming 100 in
2 out of 4 cases.

4.2.5 Label-wise Investigation

To better understand why LABELDESCTRAINING
outperforms zero-shot, we report label-specific F1
scores in Tables 8 and 9. For AGNews, the zero-
shot classifiers have low F1 scores for the World
label, probably because the verbalizer “World” is
much less coherent and less representative of the
actual label than others like “Sports.” LABELDE-
SCTRAINING improves F1 on the World label
by roughly 20 points, while the improvement for
Sports is only about 4 points. Likewise, the F1
scores for “Very Negative”, “Very Positive”, and

7Section A.4 in the Appendix shows additional results.
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Figure 2: Domain transfer results, where the X-axis
shows the number of training examples per label.

“Neutral” are very low for the zero-shot models on
SST-5, indicating that those labels are being largely
ignored. Again, LABELDESCTRAINING shows
large improvements in F1 for some of these labels,
especially “Very Positive”. These trends are likely
due in part to the differences verbalizer probabili-
ties, e.g., “good” and “bad” occur more frequently
than “great” and “terrible”. The LABELDESC data
is balanced, which helps to mitigate the ignoring of
labels, even though the task test sets are not all bal-
anced. Table 7 shows examples that are incorrectly
classified by zero-shot models but are correctly
classified by the LABELDESCTRAINING models.

5 Related Work

One common approach in zero-shot text classifi-
cation is to transfer knowledge from seen labels
(Dauphin et al., 2014), which requires observed la-
bels and a notion of label similarity. Some sources
of semantic knowledge used for this purpose in-
clude multiple modalities (Lampert et al., 2009), la-
bel relationships in knowledge graphs (Wang et al.,
2018), and word representations (Song and Roth,
2014; Fei et al., 2022).

There are several other approaches to zero-shot
classification. To classify documents, Chang et al.
(2008) used knowledge-based text representations
derived from Wikipedia, and Barak et al. (2009)
used both Wikipedia and WordNet. Zhang et al.
(2019) combined label descriptions with a label
hierarchy and word-to-label paths in ConceptNet,
with data augmentation strategies. Yin et al. (2019)
used a textual entailment approach with label defi-

LabelDescTraining improves over few-shot out-of-domain clas-
sification in multiple settings

Code: https://github.com/lingyugao/LabelDescTraining EMNLP 2023
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